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A Unique Emphasis on 
Communicating with Numbers 
Makes Business Statistics Relevant 
to Students
We wrote Essentials of Business Statistics: Communicating with Numbers because we 
saw a need for a contemporary, core statistics text that sparked student interest and 
bridged the gap between how statistics is taught and how practitioners think about and 
apply statistical methods. Throughout the text, the emphasis is on communicating with 
numbers rather than on number crunching. In every chapter, students are exposed to  
statistical information conveyed in written form. By incorporating the perspective of 
practitioners, it has been our goal to make the subject matter more relevant and the  pre-
sentation of material more straightforward for students. Although the text is application- 
oriented and practical, it is also mathematically sound and uses notation that is generally 
accepted for the topic being covered.

From our years of experience in the classroom, we have found that an effective way 
to make statistics interesting is to use timely applications. For these reasons, examples 
in Essentials of Business Statistics come from all walks of life, including business, eco-
nomics, sports, health, housing, the environment, polling, and psychology. By carefully 
matching examples with statistical methods, students learn to appreciate the relevance of 
statistics in our world today, and perhaps, end up learning statistics without realizing they 
are doing so.

This is probably the best book I have seen in terms of explaining concepts.
Brad McDonald, Northern Illinois University

The book is well written, more readable and interesting than most 
stats texts, and effective in explaining concepts. The examples and 
cases are particularly good and effective teaching tools.

Andrew Koch, James Madison University

Clarity and brevity are the most important things I look for—this text 
has both in abundance.

Michael Gordinier, Washington University, St. Louis
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Continuing Key Features
The second edition of Essentials of Business Statistics reinforces and expands six core 
features that were well-received in the first edition.

Integrated Introductory Cases. Each chapter begins with an interesting and relevant 
introductory case. The case is threaded throughout the chapter, and once the relevant sta-
tistical tools have been covered, a synopsis—a short summary of findings—is provided. 
The introductory case often serves as the basis of several examples in other chapters.

Writing with Statistics. Interpreting results and conveying information effectively is 
critical to effective decision making in virtually every field of employment. Students are 
taught how to take the data, apply it, and convey the information in a meaningful way.

Unique Coverage of Regression Analysis. Relevant and extensive coverage of 
regression without repetition is an important hallmark of this text.

Written as Taught. Topics are presented the way they are taught in class, beginning 
with the intuition and explanation and concluding with the application.

Integration of Microsoft Excel®. Students are taught to develop an understanding of 
the concepts and how to derive the calculation; then Excel is used as a tool to perform 
the cumbersome calculations. In addition, guidelines for using Minitab, SPSS, JMP, and 
now R are provided in chapter appendices.

Connect®. Connect is an online system that gives students the tools they need to be 
successful in the course. Through guided examples and LearnSmart adaptive study tools, 
students receive guidance and practice to help them master the topics.

I really like the case studies and the emphasis on writing. We are making a big effort 
to incorporate more business writing in our core courses, so that meshes well.

Elizabeth Haran, Salem State University

For a statistical analyst, your analytical skill is only as good as your communication 
skill. Writing with statistics reinforces the importance of communication and 
provides students with concrete examples to follow.

Jun Liu, Georgia Southern University
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Features New to the Second Edition
The second edition of Essentials of Business Statistics features a number of improve-
ments suggested by many reviewers and users of the first edition. The following are the 
major changes.
We focus on the p-Value Approach. We have found that students often get confused 
with the mechanics of implementing a hypothesis test using both the p-value approach and 
the critical value approach. While the critical value approach is attractive when a computer 
is unavailable and all calculations must be done by hand, most researchers and practitioners 
favor the p-value approach since virtually every statistical software package reports p-values. 
Our decision to focus on the p-value approach was further supported by recommendations 
set forth by the Guidelines for Assessment and Instruction in Statistics Education (GAISE) 
College Report 2016 published by the American Statistical Association (http://www.amstat.
org/asa/files/pdfs/GAISE/GaiseCollege_Full.pdf). The GAISE Report recommends that 
 ‘students should be able to interpret and draw conclusions from standard output from sta-
tistical software’ (page 11) and that instructors should consider shifting away from the use 
of tables (page 23). Finally, we surveyed users of Essentials of Business Statistics, and they 
unanimously supported our decision to focus on the p-value approach. For those instructors 
interested in covering the critical value approach, it is discussed in the appendix to Chapter 9.
We added dozens of applied exercises with varying levels of difficulty. Many of 
these exercises include new data sets that encourage the use of the computer; however, 
just as many exercises retain the flexibility of traditional solving by hand.
We streamlined the Excel instructions. We feel that this modification provides a more 
seamless reinforcement for the relevant topic. For those instructors who prefer to omit the 
Excel parts so that they can use a different software, these sections can be easily skipped.
We completely revised Chapter 13 (More on Regression Analysis). Recognizing 
the importance of regression analysis in applied work, we have made major enhance-
ments to Chapter 13. The chapter now contains the following sections: Dummy Vari-
ables, Interaction with Dummy Variables, Nonlinear Relationships, Trend Forecasting 
Models, and Forecasting with Trend and Seasonality.
In addition to the Minitab, SPSS, and JMP instructions that appear in chapter 
appendices, we now include instructions for R. The main reason for this addition 
is that R is an easy-to-use and wildly popular software that merges the convenience of 
statistical packages with the power of coding. 
We reviewed every Connect exercise. Since both of us use Connect in our classes, 
we have attempted to make the technology component seamless with the text itself. In 
addition to reviewing every Connect exercise, we have added more conceptual exercises, 
evaluated rounding rules, and revised tolerance levels. The positive feedback from users 
of the first edition has been well worth the effort. We have also reviewed every Learn-
Smart probe. Instructors who teach in an online or hybrid environment will especially 
appreciate our Connect product.

Here are other noteworthy changes:

 ∙ For the sake of simplicity and consistency, we have streamlined or rewritten many 
Learning Outcomes.

 ∙ In Chapter 1 (Statistics and Data), we introduce structured data, unstructured data, 
and big data; we have also revised the section on online data sources.

 ∙ In Chapter 4 (Introduction to Probability), we examine marijuana legalization in the 
United States in the Writing with Statistics example.

 ∙ In Chapter 6 (Continuous Probability Distributions), we cover the normal distribution 
in one section, rather than two sections.

 ∙ In Chapter 7 (Sampling and Sampling Distributions), we added a discussion of the 
Trump election coupled with social-desirability bias.

 ∙ We have moved the section on “Model Assumptions and Common Violations” from 
Chapter 13 (More on Regression Analysis) to Chapter 12 (Basics of Regression Analysis).
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Students Learn Through Real-World  
Cases and Business Examples . . .
Integrated Introductory Cases
Each chapter opens with a real-life case study that forms the basis for several exam-
ples  within the chapter. The questions included in the examples create a roadmap for 
mastering the most important learning outcomes within the chapter. A synopsis of 
each  chapter’s introductory case is presented when the last of these examples has 
been discussed. Instructors of distance learners may find these introductory cases partic-
ularly useful.

Revised Pages

61
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Introductory Case

Investment Decision

Jacqueline Brennan works as a financial advisor at a large investment firm. She meets with 
an inexperienced investor who has some questions regarding two approaches to mutual 
fund investing: growth investing versus value investing. The investor has heard that growth 
funds invest in companies whose stock prices are expected to grow at a faster rate, relative to 
the overall stock market, and value funds invest in companies whose stock prices are below 
their true worth. The investor has also heard that the main component of investment return is 
through capital appreciation in growth funds and through dividend income in value funds. The 
investor shows Jacqueline the annual return data for Vanguard’s Growth Index mutual fund 
(henceforth, Growth) and Vanguard’s Value Index mutual fund (henceforth, Value). Table 3.1 
shows the annual return data for these two mutual funds for the years 2007–2016.

Year Growth Value Year Growth Value

2007 12.56 0.09 2012 16.89 15.00

2008 −38.32 −35.97 2013 32.16 32.85

2009 36.29 19.58 2014 13.47 13.05

2010 16.96 14.28 2015 3.17 −1.03

2011 1.71 1.00 2016 5.99 16.75

TABLE 3.1 Returns (in percent) for the Growth and the Value Funds

Source: fnance.yahoo.com, data retrieved February 17, 2017.

In addition to clarifying the style differences in growth investing versus value investing, Jacqueline  
will use the above sample information to
 1. Calculate and interpret the typical return for these two mutual funds.
 2. Calculate and interpret the investment risk for these two mutual funds.
 3. Determine which mutual fund provides the greater return relative to risk.

A synopsis of this case is provided at the end of Section 3.4.

 Growth_Value

©Mark Bowden/Getty Images
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EXAMPLE 3.14

Calculate and interpret the Sharpe ratios for the Growth and the Value mutual 
funds given that the return on a 1-year T-bill is 2%.

SOLUTION: Since the return on a 1-year T-bill is 2%,     ̄  R   f   = 2.  Plugging in the values 
of the relevant means and standard deviations into the Sharpe ratio yields

  

Sharpe ratio for the Growth mutual fund :    
   ̄  x   I   −    ̄  R   f   ______ 

 s  I  
   =   10.09 − 2 ________ 

20.45
   = 0.40.

       

Sharpe ratio for the Value mutual fund :    
   ̄  x   I   −    ̄  R   f   ______ 

 s  I  
   =   7.56 − 2 _______ 

18.46
   = 0.30.

   

We had earlier shown that the Growth mutual fund had a higher return, which is 
good, along with a higher variance, which is bad. We can use the Sharpe ratio to 
make a valid comparison between the funds. The Growth mutual fund provides 
a higher Sharpe ratio than the Value mutual fund (0.40  >  0.30); therefore, the 
Growth mutual fund offered more reward per unit of risk compared to the Value 
mutual fund.

S Y N O P S I S  O F  I N T R O D U C T O R Y  C A S E
Growth and value are two fundamental styles in stock and mutual 
fund investing. Proponents of growth investing believe that com-
panies that are growing faster than their peers are trendsetters 
and will be able to maintain their superior growth. By investing in 
the stocks of these companies, they expect their investment to 
grow at a rate faster than the overall stock market. By comparison, 
value investors focus on the stocks of companies that are trading 
at a discount relative to the overall market or a specific sector. 
Investors of value stocks believe that these stocks are under-
valued and that their price will increase once their true value is 
recognized by other investors. The debate between growth and 
value investing is age-old, and which style dominates depends on 
the sample period used for the analysis.

An analysis of annual return data for Vanguard’s Growth Index mutual fund (Growth) and Vanguard’s Value 
Index mutual fund (Value) for the years 2007 through 2016 provides important information for an investor trying 
to determine whether to invest in a growth mutual fund, a value mutual fund, or both types of mutual funds. Over 
this period, the mean return for the Growth fund of 10.09% is greater than the mean return for the Value fund 
of 7.56%. While the mean return typically represents the reward of investing, it does not incorporate the risk of 
investing.

Standard deviation tends to be the most common measure of risk with financial data. Since the standard devia-
tion for the Growth fund (20.45%) is greater than the standard deviation for the Value fund (18.46%), the Growth 
fund is likelier to have returns farther above and below its mean. Finally, given a risk-free rate of 2%, the Sharpe ratio 
for the Growth fund is 0.40 compared to that for the Value fund of 0.30, indicating that the Growth fund provides 
more reward per unit of risk. Assuming that the behavior of these returns will continue, the investor will favor invest-
ing in Growth over Value. A commonly used disclaimer, however, states that past performance is no guarantee of 
future results. Since the two styles often complement each other, it might be advisable for the investor to add diver-
sity to his portfolio by using them together.

©Ingram Publishing/Getty Images

In all of these chapters, the opening case leads directly into the application questions that 

students will have regarding the material. Having a strong and related case will certainly provide 

more benefit to the student, as context leads to improved learning.

Alan Chow, University of South Alabama

This is an excellent approach. The student gradually gets the idea that he can look at a problem—

one which might be fairly complex—and break it down into root components. He learns that a 

little bit of math could go a long way, and even more math is even more beneficial to evaluating 

the problem.

Dane Peterson, Missouri State University

Final PDF to printer



WALKTHROUGH    E S S E N T I A L S  O F  B U S I N E S S  S T A T I S T I C S     xi

jag39519_fm_i-xxxi xi 10/12/18  09:49 AM

and Build Skills to Communicate 
Results

These technical writing 
examples provide a very 
useful example of how to  
make statistics work and  
turn it into a report that will  
be useful to an organization.  
I will strive to have my 
students learn from these 
examples.

Bruce P. Christensen, 
Weber State University

This is an excellent 
approach. . . . The ability 
to translate numerical 
information into words that 
others can understand is 
critical.
Scott Bailey, Troy University

Writing with statistics shows 
that statistics is more than 
number crunching.

Greg Cameron, 
Brigham Young University

Excellent. Students need to 
become better writers.

Bob Nauss, University of 
Missouri, St. Louis

Writing with Statistics
One of our most important innovations is the inclusion of a sample report 
within every chapter (except Chapter 1). Our intent is to show students how 
to convey statistical information in written form to those who may not know 
detailed statistical methods. For example, such a report may be needed as 
input for managerial decision making in sales, marketing, or company plan-
ning. Several similar writing exercises are provided at the end of each chap-
ter. Each chapter also includes a synopsis that addresses questions raised from 
the introductory case. This serves as a shorter writing sample for students. 
Instructors of large sections may find these reports useful for incorporating 
writing into their statistics courses.
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W R I T I N G  W I T H  S T A T I S T I C S

Professor Lang is a professor of economics at Salem State university. She has been 
teaching a course in Principles of economics for over 25 years. Professor Lang has 
never graded on a curve since she believes that relative grading may unduly penalize 
(benefit) a good (poor) student in an unusually strong (weak) class. She always uses an 
absolute scale for making grades, as shown in the two left columns of table 6.5.

Absolute Grading Relative Grading

Grade Score Grade Probability

A 92 and above A 0.10

B 78 up to 92 B 0.35

C 64 up to 78 C 0.40

D 58 up to 64 D 0.10

F Below 58 F 0.05

TABLE 6.5 Grading Scales with Absolute Grading versus Relative Grading

A colleague of Professor Lang’s has convinced her to move to relative grading, since it cor-
rects for unanticipated problems. Professor Lang decides to experiment with grading based 
on the relative scale as shown in the two right columns of table 6.5. using this relative grading 
scheme, the top 10% of students will get A’s, the next 35% B’s, and so on. Based on her years 
of teaching experience, Professor Lang believes that the scores in her course follow a normal 
distribution with a mean of 78.6 and a standard deviation of 12.4.

Professor Lang wants to use the above information to

 1. Calculate probabilities based on the absolute scale. Compare these probabilities to the 
relative scale.

 2. Calculate the range of scores for various grades based on the relative scale. Compare 
these ranges to the absolute scale.

 3. Determine which grading scale makes it harder to get higher grades.

©image Source, all rights reserved.

Sample 
Report—
Absolute 
Grading 
versus 
Relative 
Grading

Many teachers would confess that grading is one of the most difficult tasks of their profession. 
two common grading systems used in higher education are relative and absolute. Relative 
grading systems are norm-referenced or curve-based, in which a grade is based on the stu-
dent’s relative position in class. Absolute grading systems, on the other hand, are criterion-
referenced, in which a grade is related to the student’s absolute performance in class. in short, 
with absolute grading, the student’s score is compared to a predetermined scale, whereas with 
relative grading, the score is compared to the scores of other students in the class.

Let X represent a grade in Professor Lang’s class, which is normally distributed with a mean 
of 78.6 and a standard deviation of 12.4. this information is used to derive the grade probabili-
ties based on the absolute scale. For instance, the probability of receiving an A is derived as 
P(X ≥ 92) = P(Z ≥ 1.08) = 0.14. Other probabilities, derived similarly, are presented in table 6.A.

Grade
Probability Based on 

Absolute Scale
Probability Based on 

Relative Scale

A 0.14 0.10

B 0.38 0.35

C 0.36 0.40

D 0.07 0.10

F 0.05 0.05

TABLE 6.A Probabilities Based on Absolute Scale and Relative Scale
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Unique Coverage and 
Presentation . . .
Unique Coverage of Regression Analysis
We combine simple and multiple regression in one chapter, which we believe is a 
seamless grouping and eliminates needless repetition. This grouping allows more 
coverage of regression analysis than the vast majority of Essentials texts. This focus 
reflects the topic’s growing use in practice. However, for those instructors who prefer 
to cover only simple regression, doing so is still an option.

By comparing this 
chapter with other 
books, I think that 
this is one of the best 
explanations about 
regression I have seen.

Cecilia Maldonado, 
Georgia Southwestern 

State University

This is easy for students 
to follow and I do get 
the feeling . . . the 
sections are spoken 
language.

Zhen Zhu, University of 
Central Oklahoma

The authors have put forth a novel and innovative way to present 
regression which in and of itself should make instructors take a long and 
hard look at this book. Students should find this book very readable and 
a good companion for their course.

Harvey A. Singer, George Mason University

Written as Taught
We introduce topics just the way we teach them; that is, the relevant tools follow the 
opening application. Our roadmap for solving problems is

 1. Start with intuition
 2. Introduce mathematical rigor, and
 3. Produce computer output that confirms results.

We use worked examples throughout the text to illustrate how to apply concepts to 
solve real-world problems.
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that Make the Content More 
Effective
Integration of Microsoft Excel®

We prefer that students first focus on and absorb the statistical material before replicating 
their results with a computer. Solving each application manually provides students with 
a deeper understanding of the relevant concept. However, we recognize that, primarily 
due to cumbersome calculations or the need for statistical tables, embedding computer 
output is necessary. Microsoft Excel is the primary software package used in this text. 
We chose Excel over other statistical packages based on reviewer feedback and the fact 
that students benefit from the added spreadsheet experience. We provide instructions for 
using Minitab, SPSS, JMP, and R in chapter appendices.

Revised Pages
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illustrates the use of these functions with respect to the binomial distribution. We will 
refer back to Table 5.9 in later sections of this chapter when we discuss the Poisson and 
hypergeometric distributions.

Distribution Excel

Binomial  

P(X = x) =BinOM.Dist(x, n, p, 0)

P(X ≤ x) =BinOM.Dist(x, n, p, 1)

Poisson  

P(X = x) =POissOn.Dist(x, μ, 0)

P(X ≤ x) =POissOn.Dist(x, μ, 1)

Hypergeometric  

P(X = x) =HYPGeOM.Dist(x, n, S, N, 0)

P(X ≤ x) =HYPGeOM.Dist(x, n, S, N, 1)

TABLE 5.9 Discrete Probability Distributions and Function 
Names in Excel

EXAMPLE 5.7

In the past decade, the use of technology has skyrocketed, with social media 
blooming into one of the most valuable methods of communication. People are 
turning to social media to stay in touch with friends and family members, connect 
with old friends, catch the news, look for employment, and be entertained. Accord-
ing to a 2016 Pew Research survey, 68% of all U.S. adults are Facebook users. 
Consider a sample of 100 randomly selected American adults.
 a. What is the probability that exactly 70 American adults are Facebook users?
 b. What is the probability that no more than 70 American adults are  

Facebook users?
 c. What is the probability that at least 70 American adults are Facebook users?

SOLUTION: We let X denote the number of American adults who are Facebook 
users. We also know that p = 0.68 and n = 100.

Using Excel to Obtain Binomial Probabilities
We use Excel’s BINOM.DIST function to calculate binomial probabili-
ties. In order  to find P(X  =  x), we enter “=BINOM.DIST(x, n, p, 0)” where x 
is the   number  of successes, n is the number of trials, and p is the probability 
of  success.  If we  enter a “1” for the last argument in the function, then Excel 
returns P(X ≤ x).
 a. In order to find the probability that exactly 70 American adults are Facebook 

users, P(X = 70), we enter “=BINOM.DIST(70, 100, 0.68, 0)” and Excel 
returns 0.0791.

 b. In order to find the probability that no more than 70 American adults are 
Facebook users, P(X ≤ 70), we enter “=BINOM.DIST(70, 100, 0.68, 1)” 
and Excel returns 0.7007.

 c. In order to find the probability that at least 70 American adults are 
Facebook users, P(X ≥ 70) = 1 − P(X ≤ 69), we enter “=1−BINOM.
DIST(69, 100, 0.68, 1)” and Excel returns 0.3784.

. . . does a solid job of 
building the intuition 
behind the concepts 
and then adding 
mathematical rigor 
to these ideas before 
finally verifying the 
results with Excel.

Matthew Dean,  
University of 

Southern Maine
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 18. Consider the following hypothesis test:

   
 H  0   : μ ≤ −5

  
 H  A   : μ > − 5

  

A random sample of 50 observations yields a sample mean 
of −3. The population standard deviation is 10. Calculate the 
p-value. What is the conclusion to the test if α = 0.05?

 19. Consider the following hypothesis test:

   
 H  0   : μ ≤ 75

  
 H  A   : μ > 75

  

A random sample of 100 observations yields a sample mean 
of 80. The population standard deviation is 30. Calculate the 
p-value. What is the conclusion to the test if α = 0.10?

 20. Consider the following hypothesis test:

   
 H  0   : μ = −100

  
 H  A   : μ ≠ −100

  

A random sample of 36 observations yields a sample mean 
of −125. The population standard deviation is 42. Conduct 
the test at α = 0.01.

 21. Consider the following hypotheses:

   
 H  0   : μ = 120

  
 H  A   : μ ≠ 120

  

The population is normally distributed with a population 
 standard deviation of 46.
 a. If     ̄  x  = 132  and n = 50, what is the conclusion at the 

5% significance level?
 b. If     ̄  x  = 108  and n = 50, what is the conclusion at the  

10% significance level?

 22.  Excel_1. Given the accompanying sample data, use 
Excel’s formula options to determine if the population mean 
is less than 125 at the 5% significance level. Assume that the 
population is normally distributed and that the population 
 standard deviation equals 12.

 23.  Excel_2. Given the accompanying sample data, use 
Excel’s formula options to determine if the population mean 
differs from 3 at the 5% significance level. Assume that the 
population is normally distributed and that the population 
 standard deviation equals 5.

Applications
 24. It is advertised that the average braking distance for a small 

car traveling at 65 miles per hour equals 120 feet. A transpor-
tation researcher wants to determine if the statement made in 
the advertisement is false. She randomly test drives 36 small 
cars at 65 miles per hour and records the braking distance. 
The sample average braking distance is computed as 114 feet. 
Assume that the population standard deviation is 22 feet.
 a. State the null and the alternative hypotheses for the test.
 b. Calculate the value of the test statistic and the p-value.
 c. Use α = 0.01 to determine if the average breaking 

distance differs from 120 feet.

 25. Customers at Costco spend an average of $130 per trip (The 
Wall Street Journal, October 6, 2010). One of Costco’s rivals 
would like to determine whether its customers spend more 
per trip. A survey of the receipts of 25 customers found that 
the sample mean was $135.25. Assume that the population 
standard deviation is $10.50 and that spending follows a 
normal distribution.
 a. Specify the null and alternative hypotheses to test whether 

average spending at the rival’s store is more than $130.
 b. Calculate the value of the test statistic and the p-value.
 c. At the 5% significance level, what is the conclusion  

to the test?

 26. In May 2008, CNN reported that sports utility vehicles (SUVs) 
are plunging toward the “endangered” list. Due to the uncer-
tainty of oil prices and environmental concerns, consumers are 
replacing gas-guzzling vehicles with fuel-efficient smaller cars. 
As a result, there has been a big drop in the demand for new 
as well as used SUVs. A sales manager of a used car dealer-
ship for SUVs believes that it takes more than 90 days, on 
average, to sell an SUV. In order to test his claim, he samples 
40 recently sold SUVs and finds that it took an average of 
95 days to sell an SUV. He believes that the population  
standard deviation is fairly stable at 20 days.
 a. State the null and the alternative hypotheses for  

the test.
 b. What is the p-value?
 c. Is the sales manager’s claim justified at α = 0.01?

 27. According to the Centers for Disease Control and  Prevention 
(February 18, 2016), 1 in 3 American adults do not get enough 
sleep. A researcher wants to determine if Americans are  sleeping 
less than the recommended 7 hours of sleep on weekdays. He 
takes a random sample of 150 Americans and computes the 
average sleep time of 6.7 hours on weekdays. Assume that the 
population is normally distributed with a known standard devia-
tion of 2.1 hours. Test the researcher’s claim at α = 0.01.

 28. A local bottler in Hawaii wishes to ensure that an average 
of 16 ounces of passion fruit juice is used to fill each bottle. 
In order to analyze the accuracy of the bottling process, he 
takes a random sample of 48 bottles. The mean weight of the 
 passion fruit juice in the sample is 15.80 ounces. Assume that 
the population standard deviation is 0.8 ounce.
 a. State the null and the alternative hypotheses to test if the 

bottling process is inaccurate.
 b. What is the value of the test statistic and the p-value?
 c. At α = 0.05, what is the conclusion to the hypothesis 

test? Make a recommendation to the bottler.

 29.  MV_Houses. A realtor in Mission Viejo, California, 
believes that the average price of a house is more than 
$500,000.
 a. State the null and the alternative hypotheses for the test.
 b. The data accompanying this exercise show house prices. 

(Data are in $1,000s.) Assume the population standard 

Real-World Exercises and Case 
Studies that Reinforce the Material
Mechanical and Applied Exercises
Chapter exercises are a well-balanced blend of mechanical, computational-type problems 
followed by more ambitious, interpretive-type problems. We have found that simpler drill 
problems tend to build students’ confidence prior to tackling more difficult applied prob-
lems. Moreover, we repeatedly use many data sets—including house prices, rents, stock 
returns, salaries, and debt—in various chapters of the text. For instance, students first use 
these real data to calculate summary measures, make statistical inferences with confi-
dence intervals and hypothesis tests, and finally, perform regression analysis.

Applied exercises from 
The Wall Street Journal, 

Kiplinger’s, Fortune, The New 
York Times, USA Today; various 

websites—Census.gov,  
Zillow.com, Finance.yahoo.com, 

ESPN.com; and more.

Their exercises and problems are excellent!
Erl Sorensen, Bentley University

I especially like the introductory cases, the quality of the end-of-section 
problems, and the writing examples.

Dave Leupp, University of Colorado at Colorado Springs
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Features that Go Beyond the 
Typical
Conceptual Review
At the end of each chapter, we present a conceptual review that provides a more holistic 
approach to reviewing the material. This section revisits the learning outcomes and pro-
vides the most important definitions, interpretations, and formulas.
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TABLE 5.B Calculating Arroyo’s Expected Bonus

Bonus (in $), xi Probability, P(xi) Weighted Value, xi P(xi)
     0 0.20 0 × 0.20 = 0

 50,000 0.25 50,000 × 0.25 = 12,500

100,000 0.35 100,000 × 0.35 = 35,000

150,000 0.20 150,000 × 0.20 = 30,000

Total = 77,500

Arroyo’s expected bonus amounts to $77,500. Thus, her salary options are

Option 1: $125,000 + $77,500 = $202,500
Option 2: $150,000 + (1/2 × $77,500) = $188,750

Arroyo should choose Option 1 as her salary plan.

C O n C E P T U A L  R E V I E W

LO 5.1  Describe a discrete random variable and its probability distribution.

A random variable summarizes outcomes of an experiment with numerical values. A 
discrete random variable assumes a countable number of distinct values, whereas a 
continuous random variable is characterized by uncountable values in an interval.

The probability mass function for a discrete random variable X is a list of the values of 
X with the associated probabilities; that is, the list of all possible pairs (x, P(X = x)). The 
cumulative distribution function of X is defined as P(X ≤ x).

LO 5.2   Calculate and interpret summary measures for a discrete random  
variable.

For a discrete random variable X with values x1, x2, x3, . . . , which occur with probabili-
ties  P(X  =  xi), the expected value of X is calculated as E(X)  =  μ  =  ΣxiP(X  =  xi). We 
 interpret the expected value as the long-run average value of the random variable over 
infinitely many  independent repetitions of an experiment. Measures of dispersion indi-
cate whether the values of X are clustered about μ or widely scattered from μ. The variance 
of X is calculated as Var(X) = σ2 = Σ(xi − μ)2P(X = xi). The standard deviation of X is  
SD(X ) = σ =  √ 

__
  σ  2   . 

In general, a risk-averse consumer expects a reward for taking risk. A risk-averse 
 consumer may decline a risky prospect even if it offers a positive expected gain. A 
 risk-neutral consumer completely ignores risk and always accepts a prospect that offers 
a positive expected gain.

LO 5.3  Calculate and interpret probabilities for a binomial random variable.

A Bernoulli process is a series of n independent and identical trials of an experiment 
such that on each trial there are only two possible outcomes, conventionally labeled “suc-
cess” and “failure.” The probabilities of success and failure, denoted p and 1 − p, remain 
the same from trial to trial.

For a binomial random variable X, the probability of x successes in n Bernoulli trials is  
P(X = x) =   (   n  x   )    p  x   (1 − p)  n−x  =   n! _____ x!(n − x)!    p  x   (1 − p)  n−x   for x = 0, 1, 2, . . . , n.

The expected value, the variance, and the standard deviation of a binomial random vari-
able are E(X) = np, Var(X) = σ2 = np(1 − p), and  SD(X ) = σ =  √ 

_______
 np(1 − p )  ,  respectively.

They have gone beyond the typical [summarizing formulas] and I like the structure. 
This is a very strong feature of this text.

Virginia M. Miori, St. Joseph’s University

Most texts basically list what one should have learned but don’t add much to that. You do a 
good job of reminding the reader of what was covered and what was most important about it.

Andrew Koch, James Madison University
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They’ll thank you for it.
Adaptive study resources like SmartBook® help your 
students be better prepared in less time. You can 
transform your class time from dull definitions to dynamic 
debates. Hear from your peers about the benefits of 
Connect at www.mheducation.com/highered/connect
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Effective, efficient studying.
Connect helps you be more productive with your 
study time and get better grades using tools like 
SmartBook, which highlights key concepts and creates 
a personalized study plan. Connect sets you up for 
success, so you walk into class with confidence and  
walk out with better grades.

Study anytime, anywhere.
Download the free ReadAnywhere app and access your 
online eBook when it’s convenient, even if you’re offline. 
And since the app automatically syncs with your eBook in 
Connect, all of your notes are available every time you open 
it. Find out more at www.mheducation.com/readanywhere

No surprises. 
The Connect Calendar and Reports tools 
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Life gets busy; Connect tools help you 
keep learning through it all.

Learning for everyone. 
McGraw-Hill works directly with Accessibility Services 
Departments and faculty to meet the learning needs of all 
students. Please contact your Accessibility Services office 
and ask them to email accessibility@mheducation.com, or visit 
www.mheducation.com/accessibility for more information.
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made it easy to study when 

you don't have your text-
book in front of you.”

- Jordan Cunningham, 
   Eastern Washington University
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What Resources are Available for 
Instructors?
Instructor Library
The Connect Instructor Library is your repository for additional resources to improve stu-
dent engagement in and out of class. You can select and use any asset that enhances your 
lecture. The Connect Instructor Library includes:
∙ PowerPoint presentations
 ∙ Excel Data Files
 ∙ Test Bank
 ∙ Instructor’s Solutions Manual
 ∙ Digital Image Library

Tegrity Campus:  
Lectures 24/7 
Tegrity Campus is integrated in Connect to help make your class time available 24/7. 
With Tegrity, you can capture each one of your lectures in a searchable format for stu-
dents to review when they study and complete assignments using Connect. With a simple 
one-click start-and-stop process, you can capture everything that is presented to students 
during your lecture from your computer, including audio. Students can replay any part of 
any class with easy-to-use browser-based viewing on a PC or Mac.

Educators know that the more students can see, hear, and experience class resources, 
the better they learn. In fact, studies prove it. With Tegrity Campus, students quickly 
recall key moments by using Tegrity Campus’s unique search feature. This search helps 
students efficiently find what they need, when they need it, across an entire semester of 
class recordings. Help turn all your students’ study time into learning moments immedi-
ately supported by your lecture. To learn more about Tegrity, watch a two-minute Flash 
demo at http://tegritycampus.mhhe.com.
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ALEKS 
ALEKS is an assessment and learning program that provides individualized instruction 
in Business Statistics, Business Math, and Accounting. Available online in partnership 
with McGraw-Hill Education, ALEKS interacts with students much like a skilled human 
tutor, with the ability to assess precisely a student’s knowledge and provide instruction on 
the exact topics the student is most ready to learn. By providing topics to meet individual 
students’ needs, allowing students to move between explanation and practice, correcting 
and analyzing errors, and defining terms, ALEKS helps students to master course content 
quickly and easily.

ALEKS also includes an instructor module with powerful, assignment-driven fea-
tures and extensive content flexibility. ALEKS simplifies course management and allows 
instructors to spend less time with administrative tasks and more time directing student 
learning. To learn more about ALEKS, visit www.aleks.com.

MegaStat® for Microsoft Excel®
MegaStat® by J. B. Orris of Butler University is a full-featured Excel add-in that is 
available online through the MegaStat website at www.mhhe.com/megastat or through 
an access card packaged with the text. It works with Excel 2016, 2013, and 2010 (and 
Excel: Mac 2016). On the website, students have 10 days to successfully download and 
install MegaStat on their local computer. Once installed, MegaStat will remain active in 
Excel with no expiration date or time limitations. The software performs statistical analy-
ses within an Excel workbook. It does basic functions, such as descriptive statistics, fre-
quency distributions, and probability calculations, as well as hypothesis testing, ANOVA, 
and regression. MegaStat output is carefully formatted, and its ease-of-use features 
include Auto Expand for quick data selection and Auto Label detect. Since  MegaStat 
is easy to use, students can focus on learning statistics without being distracted by the 
software. MegaStat is always available from Excel’s main menu. Selecting a menu item 
pops up a dialog box. Screencam tutorials are included that provide a walkthrough of 
major business statistics topics. Help files are built in, and an introductory user’s manual 
is also included.
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What Resources are Available for 
Students?

Integration of Excel Data Sets. A conven-
ient feature is the inclusion of an Excel data file 
link in many problems using data files in their 
calculation. The link allows students to easily 
launch into Excel, work the problem, and return 
to Connect to key in the answer and receive 
feedback on their results.Confirming Pages

cHAPTER 8  Interval Estimation    E S S E N T I A L S  O F  B u S I N E S S  S T A T I S T I c S     267

jag39519_ch08_258-291 267 08/22/18  07:00 PM

 9. In order to estimate the mean 30-year fixed mortgage rate 
for a home loan in the United States, a random sample of 
28 recent loans is taken. The average calculated from this 
sample is 5.25%. It can be assumed that 30-year fixed mort-
gage rates are normally distributed with a population standard 
deviation of 0.50%. Compute 90% and 99% confidence inter-
vals for the population mean 30-year fixed mortgage rate.

 10. An article in the National Geographic News (“U.S. Racking Up 
Huge Sleep Debt,” February 24, 2005) argues that Americans 
are increasingly skimping on their sleep. A researcher in a 
small Midwestern town wants to estimate the mean weekday 
sleep time of its adult residents. He takes a random sample of 
80 adult residents and records their weekday mean sleep time 
as 6.4 hours. Assume that the population standard deviation is 
fairly stable at 1.8 hours.
 a. Calculate the 95% confidence interval for the population 

mean weekday sleep time of all adult residents of this 
Midwestern town.

 b. Can we conclude with 95% confidence that the mean 
sleep time of all adult residents in this Midwestern town 
is not 7 hours?

 11. A family is relocating from St. Louis, Missouri, to California. 
Due to an increasing inventory of houses in St. Louis, it is tak-
ing longer than before to sell a house. The wife is concerned 
and wants to know when it is optimal to put their house on 
the market. Her realtor friend informs them that the last 26 
houses that sold in their neighborhood took an average time of 
218 days to sell. The realtor also tells them that based on her 
prior experience, the population standard deviation is 72 days.
 a. What assumption regarding the population is necessary 

for making an interval estimate for the population mean?
 b. Construct the 90% confidence interval for the mean sale 

time for all homes in the neighborhood.

 12. U.S. consumers are increasingly viewing debit cards as a con-
venient substitute for cash and checks. The average amount 
spent annually on a debit card is $7,790 (Kiplinger’s, August 
2007). Assume that this average was based on a sample of 100 
consumers and that the population standard deviation is $500.
 a. At 99% confidence, what is the margin of error?
 b. Construct the 99% confidence interval for the population 

mean amount spent annually on a debit card.

 13. Suppose the 95% confidence interval for the mean salary of 
college graduates in a town in Mississippi is given by [$36,080, 
$43,920]. The population standard deviation used for the 
analysis is known to be $12,000.
 a. What is the point estimate of the mean salary for all 

college graduates in this town?
 b. Determine the sample size used for the analysis.

 14. A manager is interested in estimating the mean time (in 
 minutes) required to complete a job. His assistant uses a 
 sample of 100 observations to report the confidence interval 
as [14.355, 17.645]. The population standard deviation is 
known to be equal to 10 minutes.

 a. Find the sample mean time used to compute the 
confidence interval.

 b. Determine the confidence level used for the analysis.

 15.  CT_Undergrad_Debt. A study reports that recent 
college graduates from New Hampshire face the highest 
 average debt of $31,048 (The Boston Globe, May 27, 2012). 
A researcher from Connecticut wants to determine how  
recent undergraduates from that state fare. He collects data 
on debt from 40 recent undergraduates. A portion of the 
data is shown in the accompanying table. Assume that the 
population standard deviation is $5,000.

Debt

24040

19153

⋮
29329

 a. Construct the 95% confidence interval for the mean debt 
of all undergraduates from Connecticut.

 b. Use the 95% confidence interval to determine if the debt 
of Connecticut undergraduates differs from that of New 
Hampshire undergraduates.

 16.  Hourly_Wage. An economist wants to estimate  
the mean hourly wage (in $) of all workers. She collects  
data on 50 hourly wage earners. A portion of the data 
is shown in the accompanying table. Assume that the 
 population standard deviation is $6. Construct and 
 interpret 90% and 99% confidence intervals for the mean 
hourly wage of all workers.

Hourly Wage

37.85

21.72

⋮
24.18

 17.  Highway_Speeds. A safety officer is concerned about 
speeds on a certain section of the New Jersey Turnpike. He 
records the speeds of 40 cars on a Saturday afternoon. The 
accompanying table shows a portion of the results. Assume 
that the population standard deviation is 5 mph. Construct the 
95% confidence interval for the mean speed of all cars on that 
section of the turnpike. Are the safety officer’s concerns valid if 
the speed limit is 55 mph? Explain.

Highway Speeds

70

60

⋮
65
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9.3  HYPOTHESIS TEST FOR THE POPuLATION 
MEAN WHEN σ IS uNKNOWN

So far we have considered hypothesis tests for the population mean μ under the assump-
tion that the population standard deviation σ is known. In most business applications, σ is 
not known and we have to replace σ with the sample standard deviation s to estimate the 
standard error of    ̄  X  . 

deviation is $100 (in $1,000s). What is the value of the 
test statistic and the p-value?

 c. At α = 0.05, what is the conclusion to the test? Is the 
realtor’s claim supported by the data?

 30.  Home_Depot. The data accompanying this exercise 
show the weekly stock price for Home Depot. Assume that 
stock prices are normally distributed with a population stan-
dard deviation of $3.
 a. State the null and the alternative hypotheses in order 

to test whether or not the average weekly stock price 
differs from $30.

 b. Find the value of the test statistic and the p-value.
 c. At α = 0.05, can you conclude that the average weekly 

stock price does not equal $30?

 31.  Hourly_Wage. An economist wants to test if the aver-
age hourly wage is less than $22. Assume that the population 
standard deviation is $6.

 a. State the null and the alternative hypotheses for the test.
 b. The data accompanying this exercise show hourly  

wages. Find the value of the test statistic and the 
p-value.

 c. At α = 0.05, what is the conclusion to the test? Is the 
average hourly wage less than $22?

 32.  CT_Undergrad_Debt. On average, a college student 
graduates with $27,200 in debt (The Boston Globe, May 27, 
2012). The data accompanying this exercise show the debt for 
40 recent undergraduates from Connecticut. Assume that the 
population standard deviation is $5,000.

 a. A researcher believes that recent undergraduates 
from Connecticut have less debt than the national 
average. Specify the competing hypotheses to test 
this belief.

 b. Find the value of the test statistic and the p-value.
 c. Do the data support the researcher’s claim, at α = 0.10?

Conduct a hypothesis test 
for the population mean 
when σ is unknown.

LO 9.4

TEST STATIST IC  FOR μ  WHEN σ  IS  UNKNOWN
The value of the test statistic for the hypothesis test of the population mean μ when 
the population standard deviation σ is unknown is computed as

  t  df   =     ̄  x  −  μ  0   _____ 
s /  √ 

__
 n  
  , 

where μ0 is the hypothesized value of the population mean, s is the sample standard 
deviation, n is the sample size, and the degrees of freedom df = n − 1. This formula 
is valid only if    ̄  X    (approximately) follows a normal distribution.

The next two examples show how we use the four-step procedure for hypothesis testing 
when we are testing the population mean μ and the population standard deviation σ is 
unknown.

EXAMPLE 9.10

In the introductory case to this chapter, the dean at a large university in California 
wonders if students at her university study less than the 1961 national average of  
24 hours per week. She randomly selects 35 students and asks their average study 
time per week (in hours). From their responses, she calculates a sample mean of 
16.3714 hours and a sample standard deviation of 7.2155 hours.

FILE
Study_Hours

Guided Examples. These narrated video walk-
throughs provide students with step-by-step guidelines 
for solving selected exercises similar to those contained 
in the text. The student is given personalized instruction 
on how to solve a problem by applying the concepts pre-
sented in the chapter. The video shows the steps to take 
to work through an exercise. Students can go through 
each example multiple times if needed.

The Connect Student Resource page is the place for 
students to access additional resources. The Student 
Resource page offers students quick access to the rec-
ommended study tools, data files, and helpful tutorials 
on statistical programs.
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Statistics and Data

E very day we are bombarded with data and claims. The analysis of data and the conclusions 

made from data are part of the field of statistics. A proper understanding of statistics is 

essential in understanding more of the real world around us, including business, sports, 

politics, health, social interactions—just about any area of contemporary human activity. In this first 

chapter, we will differentiate between sound statistical conclusions and questionable conclusions. 

We will also introduce some important terms that will help us describe different aspects of statistics 

and their practical importance. You are probably familiar with some of these terms already, from 

reading or hearing about opinion polls, surveys, and the all-pervasive product ads. Our goal is to 

place what you already know about these uses of statistics within a framework that we then use 

for explaining where they came from and what they really mean. A major portion of this chapter is 

also devoted to a discussion of variables and types of measurement scales. As we will see in later 

chapters, we need to distinguish between different variables and measurement scales in order to 

choose the appropriate statistical methods for analyzing data.

1
Learning Objectives

After reading this chapter you should be able to:

LO 1.1 Describe the importance of statistics.

LO 1.2 Differentiate between descriptive statistics and inferential statistics.

LO 1.3 Explain the various data types.

LO 1.4 Describe variables and types of measurement scales.
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Introductory Case

Tween Survey

Luke McCaffrey owns a ski resort two hours outside Boston, Massachusetts, and is in need of 
a new marketing manager. He is a fairly tough interviewer and believes that the person in this 
position should have a basic understanding of data fundamentals, including some background 
with statistical methods. Luke is particularly interested in serving the needs of the “tween” popu-
lation (children aged 8 to 12 years old). He believes that tween spending power has grown over 
the past few years, and he wants their skiing experience to be memorable so that they want to 
return. At the end of last year’s ski season, Luke asked 20 tweens four specific questions.
Q1. On your car drive to the resort, which radio station was playing?
Q2.  On a scale of 1 to 4, rate the quality of the food at the resort (where 1 is poor, 2 is fair,  

3 is good, and 4 is excellent).
Q3.  Presently, the main dining area closes at 3:00 pm. What time do you think it should close?
Q4. How much of your own money did you spend at the lodge today?
The responses to these questions are shown in Table 1.1

TABLE 1.1 Tween Responses to Resort Survey

Tween Q1 Q2 Q3 Q4 Tween Q1 Q2 Q3 Q4

 1 JAMN94.5 4 5:00 pm 20 11 JAMN94.5 3 3:00 pm 0

 2 MIX104.1 2 5:00 pm 10 12 JAMN94.5 4 4:00 pm 5

 3 KISS108 2 4:30 pm 10 13 KISS108 2 4:30 pm 5

 4 JAMN94.5 3 4:00 pm 0 14 KISS108 2 5:00 pm 10

 5 KISS108 1 3:30 pm 0 15 KISS108 3 4:00 pm 5

 6 JAMN94.5 1 6:00 pm 25 16 JAMN94.5 3 6:00 pm 20

 7 KISS108 2 6:00 pm 15 17 KISS108 2 5:00 pm 15

 8 KISS108 3 5:00 pm 10 18 MIX104.1 4 6:00 pm 15

 9 KISS108 2 4:30 pm 10 19 KISS108 1 5:00 pm 25

10 KISS108 3 4:30 pm 20 20 KISS108 2 4:30 pm 10

Luke asks each job applicant to use the information to
1. Summarize the results of the survey.
2. Provide management with suggestions for improvement.

A synopsis from the job applicant with the best answers is provided at the end of Section 1.3.

©Ian Lishma/Juice Images/Getty Images
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1.1 THE RELEVANCE OF STATISTICS
In order to make intelligent decisions in a world full of uncertainty, we all have to under-
stand statistics—the language of data. Data are usually compilations of facts, figures, or 
other contents, both numerical and nonnumerical. Insights from data enable businesses to 
make better decisions, such as deepening customer engagement, optimizing operations, pre-
venting threats and fraud, and capitalizing on new sources of revenue. We must understand 
statistics or risk making uninformed decisions and costly mistakes. A knowledge of statis-
tics also provides the necessary tools to differentiate between sound statistical conclusions 
and questionable conclusions drawn from an insufficient number of data points, “bad” data 
points, incomplete data points, or just misinformation. Consider the following examples.

Example 1. After Washington, DC, had record amounts of snow in the winter of 
2010, the headline of a newspaper asked, “What global warming?”

Problem with conclusion: The existence or nonexistence of climate change 
 cannot be based on one year’s worth of data. Instead, we must examine long-
term trends and analyze decades’ worth of data.

Example 2. A gambler predicts that his next roll of the dice will be a lucky 7 
because he did not get that outcome on the last three rolls.

Problem with conclusion: As we will see later in the text when we discuss 
 probability, the probability of rolling a 7 stays constant with each roll of the 
dice. It does not become more likely if it did not appear on the last roll or, in 
fact, any number of preceding rolls.

Example 3. On January 10, 2010, nine days prior to a special election to fill the 
U.S. Senate seat that was vacated due to the death of Ted Kennedy, a Boston 
Globe poll gave the Democratic candidate, Martha Coakley, a 15-point lead 
over the Republican candidate, Scott Brown. On January 19, 2010, Brown 
won 52% of the vote, compared to Coakley’s 47%, and became a U.S. senator 
for Massachusetts.

Problem with conclusion: Critics accused the Globe, which had endorsed 
 Coakley, of purposely running a bad poll to discourage voters from coming 
out for Brown. In reality, by the time the Globe released the poll, it contained 
old information from January 2–6, 2010. Even more problematic was that the 
poll included people who said that they were unlikely to vote!

Example 4. Starbucks Corp., the world’s largest coffee-shop operator, 
reported that sales at stores open at least a year climbed 4% at home and 
abroad in the quarter ended December 27, 2009. Chief Financial Officer 
Troy Alstead said that “the U.S. is back in a good track and the international 
 business has similarly picked up. . . . Traffic is really coming back. It’s a 
good sign for what we’re going to see for the rest of the year.”  
(www.bloomberg.com, January 20, 2010)

Problem with conclusion: In order to calculate same-store sales growth, 
which compares how much each store in the chain is selling compared with a 
year ago, we remove stores that have closed. Given that Starbucks closed more 
than 800 stores over the past few years to counter large sales declines, it is likely 
that the sales increases in many of the stores were caused by traffic from nearby, 
recently closed stores. In this case, same-store sales growth may overstate the 
overall health of Starbucks.

Example 5. Researchers at the University of Pennsylvania Medical Center  
found that infants who sleep with a nightlight are much more likely to 
develop myopia later in life (Nature, May 1999).

Describe the importance 
of statistics.

LO 1.1
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Problem with conclusion: This example appears to commit the correlation-
to-causation fallacy. Even if two variables are highly correlated, one does 
not  necessarily cause the other. Spurious correlation can make two variables 
appear closely related when no causal relation exists. Spurious correlation 
between two variables is not based on any demonstrable relationship, but 
rather can be explained by confounding factors. For instance, the fact that the 
cost of a hamburger is correlated with how much people spend on a computer 
is explained by a confounding factor called inflation, which makes both the 
 hamburger and the computer costs grow over time. In a follow-up study regarding 
myopia, researchers at The Ohio State University found no link between infants 
who sleep with a nightlight and the development of myopia (Nature, March 
2000). They did, however, find strong links between parental myopia and the 
 development of child myopia, and between parental myopia and the parents’ use 
of a nightlight in their children’s room. So the confounding factor for both  
conditions (the use of a nightlight and the development of child myopia) is  
parental myopia. See www.tylervigen.com/spurious-correlations for some  
outrageous examples of spurious correlation.

Note the diversity of the sources of these examples—the environment, psychology, 
 polling, business, and health. We could easily include others, from sports, sociology, 
the physical sciences, and elsewhere. Data and data interpretation show up in virtually 
every facet of life, sometimes spuriously. All of the preceding examples basically misuse 
data to add credibility to an argument. A solid understanding of statistics provides you 
with tools to react intelligently to information that you read or hear.

1.2 WHAT IS STATISTICS?
In the broadest sense, we can define the study of statistics as the methodology of extract-
ing useful information from a data set. Three steps are essential for doing good statistics. 
First, we have to find the right data, which are both complete and lacking any misrepre-
sentation. Second, we must use the appropriate statistical tools, depending on the data at 
hand. Finally, an important ingredient of a well-executed statistical analysis is to clearly 
communicate numerical information into written language.

We generally divide the study of statistics into two branches: descriptive statistics and 
inferential statistics. Descriptive statistics refers to the summary of important aspects 
of a data set. This includes collecting data, organizing the data, and then presenting the 
data in the form of charts and tables. In addition, we often calculate numerical measures 
that summarize, for instance, the data’s typical value and the data’s variability. Today, the 
techniques encountered in descriptive statistics account for the most visible application 
of statistics—the abundance of quantitative information that is collected and published in 
our society every day. The unemployment rate, the president’s approval rating, the Dow 
Jones Industrial Average, batting averages, the crime rate, and the divorce rate are but a 
few of the many “statistics” that can be found in a reputable newspaper on a frequent, if 
not daily, basis. Yet, despite the familiarity of descriptive statistics, these methods repre-
sent only a minor portion of the body of statistical applications.

The phenomenal growth in statistics is mainly in the field called inferential statistics. 
Generally, inferential statistics refers to drawing conclusions about a large set of data—
called a population—based on a smaller set of sample data. A population is defined as 
all members of a specified group (not necessarily people), whereas a sample is a subset 
of that particular population. The individual values contained in a population or a sam-
ple are often referred to as observations. In most statistical applications, we must rely 
on sample data in order to make inferences about various characteristics of the popula-
tion. For example, a 2016 Gallup survey found that only 50% of Millennials plan to be 
with their current job for more than a year. Researchers use this sample result, called a  

Differentiate between 
descriptive statistics and 
inferential statistics.

LO 1.2
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sample statistic, in an attempt to estimate the corresponding unknown population 
parameter. In this case, the parameter of interest is the percentage of all Millennials who 
plan to be with their current job for more than a year. It is generally not feasible to obtain 
population data and calculate the relevant parameter directly, due to prohibitive costs and/
or practicality, as discussed next.

POPULATION VERSUS SAMPLE
A population consists of all items of interest in a statistical problem. A sample is a 
subset of the population. We analyze sample data and calculate a sample statistic to 
make inferences about the unknown population parameter.

The Need for Sampling
A major portion of inferential statistics is concerned with the problem of estimating pop-
ulation parameters or testing hypotheses about such parameters. If we have access to data 
that encompass the entire population, then we would know the values of the parameters. 
Generally, however, we are unable to use population data for two main reasons.

 ∙ Obtaining information on the entire population is expensive. Consider how 
the monthly unemployment rate in the United States is calculated by the Bureau 
of Labor Statistics (BLS). Is it reasonable to assume that the BLS counts every 
unemployed person each month? The answer is a resounding NO! In order to 
do this, every home in the country would have to be contacted. Given that there 
are approximately 160 million individuals in the labor force, not only would this 
process cost too much, it would take an inordinate amount of time. Instead, the 
BLS conducts a monthly sample survey of about 60,000 households to measure the 
extent of unemployment in the United States.

 ∙ It is impossible to examine every member of the population. Suppose we are 
interested in the average length of life of a Duracell AAA battery. If we tested the 
duration of each Duracell AAA battery, then in the end, all batteries would be dead 
and the answer to the original question would be useless.

Cross-Sectional and Time Series Data
Sample data are generally collected in one of two ways. Cross-sectional data refer to 
data collected by recording a characteristic of many subjects at the same point in time, 
or without regard to differences in time. Subjects might include individuals, households, 
firms, industries, regions, and countries. The tween data set presented in Table 1.1 in 
the introductory case is an example of cross-sectional data because it contains tween 
responses to four questions at the end of the ski season. It is unlikely that all 20 tweens 
took the questionnaire at exactly the same time, but the differences in time are of no 
relevance in this example. Other examples of cross-sectional data include the recorded 
scores of students in a class, the sale prices of single-family homes sold last month, the 
current price of gasoline in different states in the United States, and the starting salaries 
of recent business graduates from The Ohio State University.

Time series data refer to data collected over several time periods focusing on cer-
tain groups of people, specific events, or objects. Time series can include hourly, daily, 
weekly, monthly, quarterly, or annual observations. Examples of time series data include 
the hourly body temperature of a patient in a hospital’s intensive care unit, the daily price 
of General Electric stock in the first quarter of 2015, the weekly exchange rate between 
the U.S. dollar and the euro over the past six months, the monthly sales of cars at a dealer-
ship in 2016, and the annual growth rate of India in the last decade.

Explain the various 
data types.

LO 1.3
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Figure 1.1 shows a plot of the national homeownership rate in the United States from 
2001 through 2015. According to the U.S. Census Bureau, the national homeownership 
rate in the first quarter of 2016 plummeted to 63.6% from a high of 69.4% in 2004. An 
obvious explanation for the decline in homeownership is the stricter lending practices 
caused by the housing market crash in 2007 that precipitated a banking crisis and the 
Great Recession. This decline can also be attributed to home prices outpacing wages in 
the sample period.

CROSS-SECTIONAL DATA AND T IME SERIES  DATA
Cross-sectional data contain values of a characteristic of many subjects at the same 
point or approximately the same point in time. Time series data contain values of a 
characteristic of a subject over time.
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Source: Federal Reserve Bank of St. Louis

FIGURE 1.1 Homeownership  
Rate (%) in the United States from 
2001 through 2015

 Homeownership
FILE

Structured and Unstructured Data
As mentioned earlier, consumers and businesses are increasingly turning to data to  
make decisions. When you hear the word “data,” you probably imagine lots of num-
bers  and perhaps some charts and graphs as well. In reality, data can come in multi-
ple  forms. For example, information exchange in social networking services such as 
Facebook, LinkedIn, Twitter, YouTube, and blogs also constitutes data. In order to 
 better understand the various forms of data, we make a distinction between structured 
data and unstructured data.

The term structured data generally refers to data that has a well-defined length 
and format. Structured data reside in a predefined row-column format. Examples 
of structured  data include numbers, dates, and groups of words and numbers called 
strings.  Structured data generally consist of numerical information that is objective. In 
other words, structured data are not open to interpretation. The data set that appears in 
Table 1.1 from the introductory case is an example of structured data.

Unlike structured data, unstructured data (or unmodeled data) do not conform to 
a predefined row-column format. They tend to be textual (e.g., written reports, e-mail 
 messages, doctor’s notes, or open-ended survey responses) or have multimedia con-
tents (e.g., photographs, videos, and audio data). Even though these data may have 
some implied structure (e.g., a report title, an e-mail’s subject line, or a time stamp on 
a  photograph), they are still considered unstructured because they do not conform to 
a  row-column model required in most database systems. Social media data, such as 
those that appear on Facebook, LinkedIn, Twitter, YouTube, and blogs, are examples of 
unstructured data.
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Big Data
Nowadays, businesses and organizations generate and gather more and more data at an 
increasing pace. The term big data is a catchphrase, meaning a massive volume of both 
structured and unstructured data that are extremely difficult to manage, process, and 
analyze using traditional data processing tools. Despite the challenges, big data present  
great opportunities to glean intelligence from data that affects company revenues, mar-
gins, and organizational efficiency.

Big data, however, do not necessarily imply complete (population) data. Take, for 
example, the analysis of all Facebook users. It certainly involves big data, but if we con-
sider all Internet users in the world, Facebook data are only a very large sample. There are 
many Internet users who do not use Facebook, so the data on Facebook do not represent 
the population. Even if we define the population as pertaining to those who use online 
social media, Facebook is still one of many social media services that consumers use. 
Therefore, Facebook data would still just be considered a large sample.

In addition, we may choose not to use a big data set in its entirety even when it is 
available. Sometimes it is just inconvenient to analyze a very large data set because it 
is computationally burdensome, even with a modern, high-capacity computer system. 
Other times, the additional benefits of working with a big data set may not justify its 
associated additional resource costs. In sum, we often choose to work with a small data 
set, which, in a sense, is a sample drawn from big data.

STRUCTURED DATA,  UNSTRUCTURED DATA,  AND B IG  DATA
Structured data reside in a predefined row-column format, while unstructured data 
do not conform to a predefined row-column format. The term big data is used 
to describe a massive volume of both structured and unstructured data that are 
extremely difficult to manage, process, and analyze using traditional data process-
ing tools. The availability of big data, however, does not necessarily imply com-
plete (population) data.

©Comstock Images/Jupiter Images

In this textbook, we will not cover specialized tools to manage, process, and analyze big 
data. Instead, we will focus on structured data. Text analytics and other sophisticated 
tools to analyze unstructured data are beyond the scope of this textbook.

Data on the Web
At every moment, data are being generated at an increasing velocity from count-
less sources in an overwhelming volume. Many experts believe that 90% of the 
data in the world today were created in the last two years alone. Not surpris-
ingly,  businesses continue to grapple with how to best ingest, understand, and 
operationalize large volumes of data. We access much of the data in this text by 
simply using a search engine like Google. These search engines direct us to data-
providing websites. For instance, searching for economic data may lead you to 
the Bureau of Economic Analysis (www.bea.gov), the Bureau of Labor Statistics 
(www.bls.gov/data), the Federal Reserve Economic Data (research.stlouisfed.
org), and the U.S. Census Bureau (www.census.gov/data.html). These websites 
provide data on inflation, unemployment, GDP, and much more, including use-
ful international data. The National Climatic Data Center (www.ncdc.noaa.gov/
data-access) provides a large collection of environmental, meteorological, and 
climate data. Similarly, transportation data can be found at www.its-rde.net. 
The University of Michigan has compiled sentiment data found at www.sca.isr.
umich.edu. Several cities in the United States have publicly available data in cat-
egories such as finance, community and economic development, education, and 
crime. For example, the Chicago data portal data.cityofchicago.org provides a 
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large volume of city-specific data. Excellent world development indicator data are avail-
able at data.worldbank.org. The happiness index data for most countries are available at 
www.happyplanetindex.org/data.

Private corporations also make data available on their websites. For example, Yahoo 
Finance (www.finance.yahoo.com) and Google Finance (www.google.com/finance) list 
data such as stock prices, mutual fund performance, and international market data. Zillow 
(www.zillow.com/) supplies data for recent home sales, monthly rent, mortgage rates, 
and so forth. Similarly, www.espn.go.com offers comprehensive sports data on both pro-
fessional and college teams. Finally, The Wall Street Journal, The New York Times, USA 
Today, The Economist, Business Week, Forbes, and Fortune are all reputable publications 
that provide all sorts of data. We would like to point out that all of the above data sources 
represent only a fraction of publicly available data.

 1. It came as a big surprise when Apple’s touch screen iPhone 
4, considered by many to be the best smartphone ever, was 
found to have a problem (The New York Times, June 24, 2010). 
Users complained of weak reception, and sometimes even 
dropped calls, when they cradled the phone in their hands in a 
particular way. A quick survey at a local store found that 2% of 
iPhone 4 users experienced this reception problem.
 a. Describe the relevant population.
 b. Does 2% denote the population parameter or the sample 

statistic?

 2. Many people regard video games as an obsession for young-
sters, but, in fact, the average age of a video game player is 
35 years (Telegraph.co.uk, July 4, 2013). Is the value 35 likely 
the actual or the estimated average age of the population? 
Explain.

 3. An accounting professor wants to know the average GPA of 
the students enrolled in her class. She looks up information on 
Blackboard about the students enrolled in her class and com-
putes the average GPA as 3.29.
 a. Describe the relevant population.
 b. Does the value 3.29 represent the population parameter 

or the sample statistic?

 4. Business graduates in the United States with a marketing 
 concentration earn high salaries. According to the Bureau of  
Labor Statistics, the average annual salary for marketing 
 managers was $140,660 in 2015.
 a. What is the relevant population?
 b. Do you think the average salary of $140,660 was 

computed from the population? Explain.

 5. Research suggests that depression significantly increases the  
risk of developing dementia later in life (BBC News, July 6,  
2010). In a study involving 949 elderly persons, it was reported  
that 22% of those who had depression went on to develop 
dementia, compared to only 17% of those who did not have 
depression.

 a. Describe the relevant population and the sample.
 b. Do the numbers 22% and 17% represent population 

parameters or sample statistics?

  6. Go to www.finance.yahoo.com/ to get a current stock quote 
for General Electric, Co. (ticker symbol = GE). Then, click on 
historical prices to record the monthly adjusted close price of 
General Electric stock in 2016. Create a table that uses this 
information. What type of data do these numbers represent? 
Comment on the data.

  7. Ask 20 of your friends whether they live in a dormitory, a 
rental unit, or other form of accommodation. Also find out their 
approximate monthly lodging expenses. Create a table that 
uses this information. What type of data do these numbers 
represent? Comment on the data.

  8. Go to www.zillow.com/ and find the sale price data of 20 single-
family homes sold in Las Vegas, Nevada, in the last 30 days. In 
the data set, include the sale price, the number of bedrooms, 
the square footage, and the age of the house. What type of 
data do these numbers represent? Comment on the data.

  9. The Federal Reserve Bank of St. Louis is a good source for 
downloading economic data. Go to research.stlouisfed.
org/fred2/ to extract quarterly data on gross private saving 
(GPSAVE) from 2012 to 2015 (16 observations). Create a table 
that uses this information. Plot the data over time and com-
ment on the savings trend in the United States.

 10. Go to the U.S. Census Bureau website at www.census.gov/ 
and extract the most recent median household income for 
Alabama, Arizona, California, Florida, Georgia, Indiana, Iowa, 
Maine, Massachusetts, Minnesota, Mississippi, New Mexico, 
North Dakota, and Washington. What type of data do these 
numbers represent? Comment on the regional differences 
in income.

 11. Go to The New York Times website at www.nytimes.com/ and 
review the front page. Would you consider the data on the 
page to be structured or unstructured? Explain.

EXERCISES 1.2
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